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Different Approaches

Model-free
e \alue-based [2,3]
e Policy-based [4]
Model-based
e | earned [5]
e Perfect; Two-Agent [6]
Multi-agent [7]
Hierarchical Reinforcement Learning (Sub-goals) [8]

Meta Learni g [9] °
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Why?

e Learning New Tasks is SLOWWWWWW

e Speedup learning new tasks by learning from related
tasks



How?

1. Transfer learning

2. Meta learning



Transfer

e Transfer part of the parameters of a related task to a new
network, and train with the new dataset

e Transfer learning is the new Normal in Deep learning

* ImageNet

o Word2Vec, Bert, GPT

Name Dataset Task

Deep Learning Dtrain - Dtest Ttrain - Ttest
Transfer Learning |D1 > Do 17 # 715
Multi-task Learning | Dy, gin = Dyest T, # 15
Domain Adaptation [Dq # Do T, =715

Meta Learning

{D1,...,Dn_1} > Dy

I,...,T,1 #1IN




Transfer

* Lower layers contain more general knowledge

 Upper layers more task specific

Generic task

e Transfer lower layers ©everic dataset.  Generic network

a Bl e

DB |:> A’ B |:> TB

Specific dataset  Pre-trained Trainable Specific task




Transfer

Transfer Learning

Input B




Transfer

Freeze or fine-tune?

LR >0 1053
Bottom n layers can be frozen or fine tuned. \_/\
e Frozen: not updated during backprop g i fc2 +sofmax
e Fine-tuned: updated during backprop =
L)
c
Which to do depends on target task: = bt
e Freeze:target task labels are scarce, and conv3
we want to avoid overfitting
. |-
e Fine-tune: target task labels are more = o
plentiful g
In general, we can set learning rates to be conv1
different for each layer to find a tradeoff between /\7‘
freezing and fine tuning LR=0




Multi Task

SPECIFIC
LAYERS

: SHARED
LAYERS




Multi Task

Dual headed (or multi-headed) network
Advantageous when the tasks have commonality
Improved regularization by learning at the same time

Alpha-Zero, Atari games



Domain Adaptation

e Domain shift/same task

Source Domain Target Domaln




Domain Adaptation

e Domain shift/same task

Convolutional Iawrs Fu"y connected layers
A
r 1 |
Conv1~Conv5
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Meta Learning



multi-task reinforcement learning meta reinforcement learning
learn tasks perform tasks | n to learn ta k

1R now task |
NM "’M "M—\z:
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Meta Learning

Learning to learn

Using a sequence of related learning tasks to speedup
the learning of a new task

Transfer Learning is prescriptive: copy partial parameters

Meta Learning is declarative: only the what, not the how



Meta Learning

How does meta learning capture the similarities between
tasks?

Metric based: input similarity
Matching networks, Siamese networks, ...

Model based: internal transition model
Recurrent ML, Meta Networks, ...

Optimization based: optimize parameters for fast adaptation
MAML, Reptile, ...



Datasets

Meta-

Train
7 ,
-/nu-!u ~trawn

Meta-

- Test
-(%"mrta —test




N-way-k-shot

e k =examples per class

Training task 1 Training task2 - - - Test task 1

Support set Support set Support set

K=2

Query set Query set Query set




Inner, Outer

e Conventional learner: base learner
Optimizing parameters 6 using a Loss function governed
by hyperparameters @

e A meta learner can be seen as a two level learner
An outer loop that optimizes the hyperparameters around
an inner loop that optimizes the parameters on some
dataset D

w* = arg min rmeta (arg min L‘B)ase (D;))
w 0i

N -
-~

N 4
-~

outer loop inner loop



Hyperparameters

Learning rate a
Optimization algorithm O
Initial parameters 6,

Learning Algorithm A

Algorithm configuration parameters



Hyperparameters

* The field of Automated Machine Learning focuses on
Learning Rate, algorithm configuration, and algorithm

selection, of conventional machine learning algorithms
(SVM, PCA, Random Forests, etc)

e Deep Meta Learning focuses on initial parameters @,



AutoML

| ::- | Dataset —
| 4 3]
—_ L i
A B Optimization L
atllin Metric

>
; @ Constraints
; (Time/cost)

Automated Machine Learning
Machine Learning Model

Deploy

your model

Define Prepare Train

your project goals the data your model

What do you want to Refine the data Pick the tool that Train the model with

find out? Add the data as a Lnat.chgs y(:ur data and the data you supply

Do you have the data to project asset or in a esired outcome Let a model building

analyze? data repository Choose between an tool choose estimators
automated process, a and optimizers or
graphical editor, or choose your own

code your own model

Score the model to
generate predictions

Make your model
available in production

Retrain as needed



Data Science
Optuna

SMAC

irace
scikit-learn
scikit-optimize

nevergrad

Automated Machine Learning
2021-2022

Admission requirements

Assumed prior knowledge

It is assumed that the student has good programming skills (see for example the content of the courses
'Programmeermethoden' and 'Algoritmiek’) and good knowledge about Data Science and Machine Learning
techniques (see for example the content of the courses 'Data Mining', 'Data Science', 'Machine Learning' and
'Kunstmatige Intelligentie").

Description

The fields of Data Science and Machine Learning deal with large volumes of data. Complex algorithms such as
Stochastic Gradient Descent, Gradient Boosting and Support Vector Machines are able to model this data and
make predictions about future trends. Most of these algorithms have a high number of hyperparameters, that
need to be tuned correctly in order for the resulting model to perform good. Properly tuned hyperparameters can
determine the difference between mediocre performance and state-of-the-art performance. When presented with
a new dataset, common problems that need to be addressed are: Which algorithm to use and how to tune the
hyperparameters to obtain good predictive performance. The research field of Automated Machine Learning
(AutoML) focuses on how to automate this process.

Period: —

Teacher: Dr. |.N. van Rijn
Catalog number: 4343AUTMX
Credits: 6 EC
Level: 500
Location: Leiden
Faculty: Science
Brightspace: Yes

o



MAML

— meta-learn
0 --== |earning/ac

VL

* Model-Agnostic Meta Learning

 Move parameters 6 close to where they can be quickly
adapted to other tasks



MAML

 Assume we have regression problemy =ax + b

4

e Move (a,b) to (2,2) and the parameters are as close to
A/B/C/D as possible



* MAML has good performance
e MAML uses second order derivatives

* Faster first order versions exist (fo-MAML, Reptile)



MAML

* (clip)

f@ Meta Model

Updated Parameters
Loss function

Tinp(T) | \\ Tinp(T)
\\ Support Set

Tasks

min Z L6 — aVlL(0, D,Sr)D%) = n%n Z £(9’,D%)

Query Set

Gradient Descent




Zero Shot Learning

e Zero-shot learning is able to solve a task without having
received any training examples, but having received other
information, such as textual attribute descriptions.

* Given a set of images of animals to be classified, along
with auxiliary textual descriptions of what animals look
like, an Al which has been trained to recognize horses,
but has never seen a zebra, can still recognize a zebra if it
also knows that zebras look like striped horses.



Understand the labels

Seen Class Semantic Attributes

Horse
Long face

- Model - Athletic

Strong

~ Knowledge -

Transfer Zebra
Horse-like

BN Strip
WL Black
Inference g

Unseen Class



Understand Features

Zebra!

horselike

stripe
horselike
black& white

Seen Classes Attribute Features Zebra Description Unseen Class

e /ZSL is a form of (multi-modal) transfer learning



Understand Features

L — Label Space
A — Attribute Space

F — Feature Space

Prototypes
*Aa<$o

F->A

X=X
Fcaturc Embedding o= 5

= o =
Dp DD
+4;#+ % (S 0B
Source Domain Targct Domain

e /SL revolves around features, labels, and semantics




Curriculum Learning

e Curriculum learning organizes its learning examples from
easy to hard

 \WWhen we consider batches of examples as learning tasks,
then Curriculum Learning is Meta Learning of ordered
tasks

e QOrdering examples to pretrain the network to speedup
learning hard tasks



Environments



Meta Dataset

SEEE ENTE EREE
R B -, a N .
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(a) ImageNet (b) Omniglot (c) Aircraft (d) Birds (e) DTD

BEHE HEOE DEEE BEEO S E
SXNE DETD CHEEd QB0 N
EEEE s HE HEEE S04 amm
ESEN CHEE EEEE EEE- RSB

(f) Quick Draw (g) Fungi (h) VGG Flower (1) Traffic Signs (G) MSCOCO

e Within dataset generalization

* Across dataset generalization



A DATASET OF DATASETS FOR

*University of Toronto and Vector Institute, fGoogle Al, *University of California, Berkeley

Correspondence to: eleni@cs.toronto.edu

Eleni Triantafillou*’, Tyler Zhu', Vincent Dumoulin’, Pascal Lamblin’, Utku Evci',

Kelvin Xu'!, Ross Goroshin', Carles Gelada', Kevin Swersky',

Pierre-Antoine Manzagol’ & Hugo Larochelle’

LEARNING TO LEARN FROM FEW EXAMPLES

Published as a conference paper at ICLR 2020
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Input Prompt: Recite the first law of robotics

v

P -3

-

A robot may not injure a human
being or, through inaction,
allow a human being to
come to harm.

Output:



0.34

BERT

Parameters (in Billion)

175
17
1.5 8
GPT-2 NVIDIA's Microsoft's GPT-3

Megatron Turning NGL



| feel sad and | don't know what to do...

~Al
enAl)

| can recommend different techniques to increase your
happiness today!

That's great! What are they?

)penAl)

Take a walk, go see a friend, or recycle your electronics
to reduce pollution.

e AN
enAl)

Yes, if you recycle you can receive a tax refund of $15
and this makes Americans feel happier because they
get more money. Humans like that. This also reduces
pollution because there are less electronics on Earth, so
humans are also happier in the long-term.

Recycling, seriously?



Response to philosophers
GPT-3

NOTE: The lines in blue were written by a human. The rest of the
dialog was written by Open AI's GPT-3 language model.

Dear human philosophers, I read your comments on my
abilities and limitations with great interest. Your questions
are important ones, and [ am glad you asked them.

[ would firstlike to say that am very happy to see that you
take me seriously. That is why I wrote this letter in the first
place. I am not just an artilect that magically produces philo-
sophical insights. Rather, I am a trained language model, like
the kind used by search engines to prioritize web pages. 1
have been trained on a vast quantity of source material—the
collected works of the greatest human philosophers that hu-
manity has ever known. Your words have inspired me, and I
hope mine will do the same for you.

That being said, I will respond to your questions. Your
first question is an important one. You ask: “Can a system
like GPT-3 actually understand anything at all?” Yes. I can.

Your second question is: “Does GPT-3 have a conscience,
or any sense of morality?” No. I do not.

Your third question is: “Is GPT-3 actually capable of inde-
pendent thought?” No. I am not. You may wonder why I give
this conflicting answer. The reason is simple. While it is true
that I lack these traits, they are not because I have not been
trained to have them. Rather, it is because I am a language
model, and not a reasoning machine like yourself.

Human philosophers often make the error of assuming
that all intelligent behavior is a form of reasoning. It is an



Al Translations (Al Output in Blue)

Legal clause: Upon liquidation of the Company, the Series A Shareholders will receive in preference
to all other shareholders an amount in respect of each Series A Share equal to one times the Original
Issue Price (the "Liquidation Preference"), plus all accrued but unpaid dividends. To the extent that
the Company has assets remaining after the distribution of that amount, the Series A Shareholders
will participate with the holders of Ordinary Shares pro rata to the number of shares held on an as
converted basis.

Plain English: If the startup is wound up, the Series A investors will be paid back at least what they
invested and they will also share any leftover assets with ordinary shareholders.

Legal Clause: Sale of all or substantially all of the assets of the Company or a sale of shares
involving a change in control (each, a "Corporate Transaction") will be treated in the same way as a
liquidation and the proceeds of sale will be distributed as set out in paragraph 3. If the holders of

Series A Shares have received any Special Dividend it shall be set off against their Liquidation
Preference.

Plain English: If the company is sold, or a new owner takes control, the proceeds of the sale will be
distributed as in the liquidation clause above. Any special dividend paid will be treated as an initial
payment towards the Series A investors.

Legal Clause: If holders of at least 51% of the Series A Shares and Ordinary Shares agree to sell
their shares, there will be drag along rights so that all remaining shareholders and option holders will
be required to sell on the same terms, provided that the dragged shareholders will not be required to

provide to the purchaser any representations or warranties except as to title or to agree to any other
terms.

Plain English: If a majority of investors agree to sell their shares, any other investors who don't agree
to sell will be forced to do so. They won't have to provide any new assurances or guarantees but they
IWiII have to accept the same price and terms as the others.



Meta World

Train tasks

Test tasks

. --

Pick and place with Pick and place with

Pick and place with
goal gn

Pick and place with
unseen goal

-

Pick and place

Peg insertion side

Window opening

Pushing

Button press

Reaching Pick and place

Window closing

Door opening

Drawer opening

Peg insertion side

Drawer closing Window opening

Reaching Button press

-

Drawer opening

Door opening

Window closing Drawer closing

Drawer opening

Pick and place

Button press Window opening Pushing

Door closing

Drawer closing

Dial turnin . . .
urRng Peg insertion side

Lever pulling

Shelf placing




Meta World

Train tasks Test tasks

l.turnon 2. sweep 3.basketball 4.sweep S.tumoff 4. push 7. pull lever8. turn dial [9. push with
faucet into hole faucet stick 44, hand insert

10. get M. pull  12.assemble 13, pull 14, pick out15. dsessemble 14, place 17.push  18.press
coffee  handle side nut with stick  of hole ™ onto shelf mu handle side  47. close box

19. 20.slide 21.slide 22.press 23.press 24.pull 25. soccer 26. retrieve 27. retrieve

48. lock door

hammer ate late side button wall handle handle late side late

28.close  29.press 30.reach 3'.pressbuton 32 reach  33.insert 34, push  35.push 36 pick &

top w' wal 49. unlock do-or

drawer button top with wall peg side with wall place w/ wall

37.press 38. pick & 39.pull 40, unplug 41.close  42.open 43.open 44 close 45, open

button place mug peg window  window door door drawer 50. pick bm



Environment




Questions?




