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Different Approaches
• Model-free


• Value-based [2,3]


• Policy-based [4]


• Model-based 


• Learned [5]


• Perfect; Two-Agent [6]


• Multi-agent [7]


• Hierarchical Reinforcement Learning (Sub-goals) [8]


• Meta Learning [9]



Motivation



Overview
• Lifelong 

Learning


• Transfer & Fine 
Tuning


• Task 
similarity


• Multi-task


• Domain 
Adaptation

• Environments


• Meta-
Dataset


• GPT-3


• Meta-World

• Meta Learning


• AutoML, 
hyperparam
eter


• MAML


• ZSL


• Curriculum 
learning



Why?

• Learning New Tasks is SLOWWWWWW


• Speedup learning new tasks by learning from related 
tasks



How?

1. Transfer learning


2. Meta learning



Transfer
• Transfer part of the parameters of a related task to a new 

network, and train with the new dataset


• Transfer learning is the new Normal in Deep learning


• ImageNet


• Word2Vec, Bert, GPT



Transfer
• Lower layers contain more general knowledge


• Upper layers more task specific


• Transfer lower layers



Transfer



Transfer



Multi Task



Multi Task

• Dual headed (or multi-headed) network


• Advantageous when the tasks have commonality


• Improved regularization by learning at the same time


• Alpha-Zero, Atari games



Domain Adaptation
• Domain shift/same task



Domain Adaptation
• Domain shift/same task



Meta Learning





• Learning to learn


• Using a sequence of related learning tasks to speedup 
the learning of a new task


• Transfer Learning is prescriptive: copy partial parameters


• Meta Learning is declarative: only the what, not the how

Meta Learning



• How does meta learning capture the similarities between 
tasks?


• Metric based: input similarity 
Matching networks, Siamese networks, …


• Model based: internal transition model 
Recurrent ML, Meta Networks, …


• Optimization based: optimize parameters for fast adaptation 
MAML, Reptile, …

Meta Learning



Datasets



N-way-k-shot
• N = classes


• k = examples per class



Inner, Outer
• Conventional learner: base learner 

Optimizing parameters  using a Loss function governed 
by hyperparameters 


• A meta learner can be seen as a two level learner 
An outer loop that optimizes the hyperparameters around 
an inner loop that optimizes the parameters on some 
dataset D

θ
ω



Hyperparameters

• Learning rate 


• Optimization algorithm O


• Initial parameters 


• Learning Algorithm A


• Algorithm configuration parameters 

α

θ0



Hyperparameters

• The field of Automated Machine Learning focuses on 
Learning Rate, algorithm configuration, and algorithm 
selection, of conventional machine learning algorithms 
(SVM, PCA, Random Forests, etc)


• Deep Meta Learning focuses on initial parameters θ0



AutoML



AutoML
• Data Science


• Optuna


• SMAC


• irace


• scikit-learn


• scikit-optimize


• nevergrad



MAML

• Model-Agnostic Meta Learning


• Move parameters  close to where they can be quickly 
adapted to other tasks

θ



MAML
• Assume we have regression problem y = ax + b

• Move (a,b) to (2,2) and the parameters are as close to 
A/B/C/D as possible



MAML

• MAML has good performance


• MAML uses second order derivatives


• Faster first order versions exist (fo-MAML, Reptile)



MAML
• (clip)



Zero Shot Learning

• Zero-shot learning is able to solve a task without having 
received any training examples, but having received other 
information, such as textual attribute descriptions.


• Given a set of images of animals to be classified, along 
with auxiliary textual descriptions of what animals look 
like, an AI which has been trained to recognize horses, 
but has never seen a zebra, can still recognize a zebra if it 
also knows that zebras look like striped horses.



Understand the labels



Understand Features

• ZSL is a form of (multi-modal) transfer learning


•



Understand Features

• ZSL revolves around features, labels, and semantics



Curriculum Learning

• Curriculum learning organizes its learning examples from 
easy to hard


• When we consider batches of examples as learning tasks, 
then Curriculum Learning is Meta Learning of ordered 
tasks


• Ordering examples to pretrain the network to speedup 
learning hard tasks



Environments



Meta Dataset

• Within dataset generalization


• Across dataset generalization



Meta Dataset













Meta World



Meta World



Environment



Questions?


