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Different Approaches
• Model-free


• Value-based [2,3]


• Policy-based [4]


• Model-based 


• Learned [5]


• Perfect; Two-Agent [6]


• Multi-agent [7]


• Hierarchical Reinforcement Learning (Sub-goals) [8]


• Meta Learning [9]



Motivation



Motivation

• Real-world decision making: model interaction


• Poker


• StarCraft


• Football



Overview
• 1: Competitive


• 2: Cooperative


• 3: Mixed


• 1: CFR


• 2: Centr/Decentr, Opponent


• 3: Evo, Swarm, Population Based Teams


• 1: Poker


• 2: Hide and Seek


• 3: Capture The Flag



Social Behavior

• Modeling competition; egoism


• Modeling cooperation; altruism


• Emergent social behavior



Related Fields

• Multi-agent Systems


• Swarm computing, Evolutionary Algorithms


• Complex Networks, Real World Networks



Multi-agent problems



Game Theory

• Von Neumann & Morgenstern, 1944 
Theory of Games and Economic Behavior 

• MDP


• Partial information: POMDP





Stochastic Games

• Stochastic Games


• Markov Games



Extensive-form Games

• Imperfect information games


• Possible outcomes: information set



Competition



Competition

• Zero sum; win/loss


• John Nash: 
The Nash equilibrium is point  from which in a non-
collaborative setting none of the agents has any incentive 
to deviate. 


• It is the optimal competitive strategy; each agent chooses 
best actions for themselves assuming others do the same

π⋆



Nash equilibrium

• “Multi-agent minimax”


• The Nash-policy for an agent is its best-response strategy


• It is guaranteed to do no worse than tie against any 
opponent strategy 


• For games of imperfect information the Nash equilibrium 
is an expected outcome



Nash equilibrium

Nash



Counterfactual Regret 
Minimization

• Multi-agent, partial information, competition


• Algorithm: Counterfactual regret minimization


• Minimize the regret of not having taken the right action, 
playing many “what-ifs” (counterfactuals)


• CFR is probabilistic multi-agent version of competitive 
minimax


• Works quite well in Poker


• Complicated code, see paper



Poker



Pluribus



Cooperation



Cooperation

• Non zero sum; win/win


• Vilfredo Pareto 
Pareto front is, in a cooperative setting, the combination 
of choices where no agent can be better off without at 
least making one other agent worse off


• It is the optimal cooperative strategy, the best outcome 
without hurting others.



Pareto front



• Dealing with nonstationarity and partial observability can be done (ignored) by 
separate training, no communication 


• Realism can be improved with Centralized Training/Decentralized Execution -> 
Centralized controller, or interaction graphs


• Active field of research; overview


• Value based: VDN, QMIX


• Policy based: COMA, MADDPG


• Opponent modeling: DRON, LOLA


• Communication: Diplomacy game


• Psychology: Heuristics

Cooperative Behavior



Heuristics



Emergent Cooperation
• [Baker, 2019]

• The agents can move by setting a force on themselves in the x and 
y directions as well as rotate along the z-axis.

• The agents can see objects in their line of sight and within a frontal 
cone.

• The agents can sense distance to objects, walls, and other agents 
around them using a lidar-like sensor.

• The agents can grab and move objects in front of them.

• The agents can lock objects in place. Only the team that locked an 
object can unlock it.



Hide and Seek



Mixed

• Prisoner’s dilemma


• Iterated prisoner’s dilemma


• Emerging social norms



Prisoner’s Dilemma



Iterated Prisoner’s Dilemma

• You remember “opponent’s” behavior


• You will continue to meet your “opponents” 


• Famous Experiment by Axelrod


• Rappoport introduced Tit for Tat


• You start being nice (Cooperating) and then do what the 
other did the previous round



Tit for Tat



Algorithms



Challenges

• Partial Observability -> Large State Space  
(Information sets)


• Nonstationary Environments -> Large State Space  
(Calculate all configurations)


• Multiple Agents -> Large State Space 
(Esp. with simultaneous actions)



Evolutionary Approaches

• Evolutionary Algorithms


• Swarm Computing


• Population based training (teams, HRL)



Evolutionary Framework



Evo

• Highly parallel


• Multi-agent population based optimization


• Single-agent deep network policy optimization instead of backpropagation


• Single fitness function, determines cooperation or competition





Ant Colony Optimization

• ACO



Population-based training

• Teams


• Hierarchical


• Cooperation, 
competition


• Within Teams, 
between teams


• Blends RL and Evo



Population-based training



CTF



StarCraft



StarCraft

• Real Time Strategy


• 10^1685


• AlphaStar


• Population based 
multi agent methods



Questions?


