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Different Approaches
• Model-free


• Value-based [2,3]


• Policy-based [4]


• Model-based 


• Learned [5]


• Perfect; Two-Agent [6]


• Multi-agent [7]


• Hierarchical Reinforcement Learning (Sub-goals) [8]


• Meta Learning [9]



Motivation



The problem of solving 
Large Problems



Large Problems

• Deep Learning can learn end-to-end features in high-
dimensional problems and large state spaces


• Curse of dimensionality


• Dimensionality of 100 x 100 pixels is state space of 25610000


• How to learn? Never enough samples to fill state space


• Approximate, Generalize. Exploit smoothness



Question

• It is 2012


• In SL, End-to-end learning has just had the breakthrough 
of a lifetime at the ILSVRC, using CNN & GPU


• In RL, state of the art in NN is still TD-Gammon on a small 
network (40 hidden units), from 1992


• What can we do with Deep CNN in reinforcement 
learning?



Arcade Learning 
Environment



Atari Learning Environment

• Deep SL is driven by ImageNet


• Deep RL is driven by ALE



Atari 2600
• console


• ROM game cartridge


• 128 bytes RAM


• inputs: pixels 


• output: joystick actions


• [how to reverse engineer 128 bytes of RAM using 
Gigabytes of neural networks] 



Atari Games



Mnih et al. [2013/2015]

• Atari results


• A computer learns to play 6 
Atari 1980’s console games


• End-to-end


• From pixels-to-joystick


• Emulator for console



Why is this such a 
Breakthrough?



Deep RL

• Supervised: (image, label) -> correct? 
minimizing weights on loss-function 


• DRL: (pixels, action) -> reward? 
converging Q-values, minimizing Q-loss


• Should be doable, right?



Deep RL Challenges

• Computational load  
30 video frames/second


• High-dimensional input 
Does not work with Tabular Q-learning


• Value Function Approximation has long been known to 
be Theoretically Inherently Unstable  

• The problem is learning from feedback. This causes 
unstable learning targets 



Deadly Triad

• Value Function Approximation is Unstable  
“Deadly Triad” of  
1. function approximation [Deep]  
2. off-policy learning [Q learning] 
3. bootstrapping [TD]



Three Problems

• Coverage


• Correlation


• Convergence



Coverage
• Convergence proof of Value Iteration, Q-learning and 

SARSA depend on covering the entire state space, in the 
end. 


• Not even close, in high dimensional problems


• Human learning also suffers from coverage problems: 
training against the same sparring partner leads to a 
narrow skill set.



Correlation

• Supervised: database examples are uncorrelated. Stable 
learning


• Deep: actions determine next state that will be learned 
from



Convergence

• Supervised: Minimization Loss-target y is fixed


• Reinforcement: Convergence Loss-target Q  is moving


• Converging on a moving target is hard

t−1



Supervised Minimization



RL Convergence



DQN [Mnih 2013]

• Coverage


• Correlation


• Convergence

• High Exploration


• Replay Buffer


• Low , 
Infrequent weight 
updates [2015]

α



Replay Buffer [2013]

• Store all experience in buffer


• Sample from the history buffer


• Choose action epsilon greedy 



Infrequent Weight Updates [2015]

• Introduce a separate target network for the convergence 
targets (“y”)


• Every c updates, clone the network to a target network


• Adds delay between updates of the network and the use 
of the updates in other states


• Reduces oscillations or divergence of the policy



DQN
• Deep Q-Network


• Input scaling to 84x84 pixels; score is clipped to {-1,0,+1}


• layer 1 and 2 convolve with ReLU for spatial generalization


• layer 3 and 4 fully connected for action selection


• 18 output units (joystick actions)


• frame skipping 1/4 to reduce computational burden


• adaptive epsilon-greedy Q-learning



DQN
• Achieve stable reinforcement learning despite correlations 

between states


• Replay Buffer [2013] (and thus off-policy learning)


• Infrequent Weight Updates [2015] for better convergence


• Works empirically, no proof, little theoretical insight… 



Stable Learning

• De-correlation of examples


• Exploration


• Slow learning



DQN performance

• 2013 version of DQN achieves human level play for 6 
games


• 2015 version of DQN achieves human level play for 49 
games


• Some games, such as Montezuma’s Revenge, have very 
long credit assignment distance, and performance is 
lacking



What has happened 
after DQN?



Rainbow
• DQN - baseline


• Double DQN - de-overestimate values


• Prioritized experience - sort replay buffer history


• A3C - parallel actor critic (Ch4)


• Distributional DQN - probability distribution


• Noisy DQN - parametric noise: exploration


• -> ADDITIVE



Rainbow



RL Environments



OpenAI Gym



Arcade Learning 
Environment



Mujoco



Gym & Baselines



Stable Baselines



Zoo



Conclusion

• Inspired by Supervised End-to-end Learning in ImageNet


• Highly visual & imaginative Atari results


• Results that were said that could not be done


• A flurry of further activities in RL research


• Impact of AI on society



Questions?


