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What is Intelligence?

• Recognition 


• Memory


• Logical Reasoning


• Learning


• Adaptive Behavior

• Creativity


• Intuition


• Free Will


• Self Awareness


• Consciousness

Cognition
Behavior



What is Learning?



A very short summary of 
Machine Learning and 

Deep Learning





Machine Learning

• Supervised Learning - learning from example & label


• Reinforcement Learning - learning from interaction number


• Unsupervised Learning - learning inherent relations



Supervised Learning
• Is learning by example


• Database learning


• (Image, label) -> correct?



Reinforcement Learning
• is learning by interaction


• (state, action) -> reward number



Unsupervised Learning
• Is learning without examples, from inherent measures


• Database learning


• Clustering, data compression, dimensionality reduction









Machine Learning  
Learning a Function

• Fit a function to data (x, y) items


• Iterative minimization process of error between learned function f 
and data labels


• regression loss: L=avg(y-f)^2


• categorization loss: L=-sum (y log f)



Accuracy

• True Positives = # classified correctly as in class


• False Positives = # classified incorrectly as in class


• True Negatives = # classified correctly as not in class


• False Negatives = # classified incorrectly as not in class


• Accuracy = Trues/All = (TP+TN) / (TP+TN+FP+FN) 
How well correct elements are predicted



Confusion Matrix



Function Approximation

• Small or Large data set?


• Exact Memoization: Small


• Feature Learning/Generalization: Large



Generalization  
Learning a Function



Generalization

• Split data set D into Training set and Test set


• Train on Training set


• Test on Test set


• An algorithm generalizes well from training to test if the 
accuracy at test time is about as good as at training time





Model Complexity



Capacity



Bias-Variance





Regularization
• The world is smooth


• Penalize large weights



Neural Networks







Artificial Neuron



End-to-end Learning



Deep Learning



Loss



Backpropagation



Network 
Architectures



FCN

• Computational 
Complexity


• Overfitting



CNN - spatial

• spatial hierarchy


• sparsely connected layers (filters share weights)


• pooling layers reduce dimensionality even more


• reduce overfitting



RNN - sequential

• state


• unfolding in deep layered network


• vanishing gradients - ReLU



RNN - sequential

http://karpathy.github.io/2015/05/21/rnn-effectiveness/

• 1-1: fixed to fixed: image classification


• 1-n. fixed to sequence. image to sentence of words


• n-1. sequence to fixed. sentiment analysis (sentence to class)


• n-n. sequence to sequence. machine translation (sentence to sentence)


• n-n synchronized. video classification



LSTM - state

• Long Short Term Memory


• Explicit state, suffers less from vanishing gradient


• Good building block for large recurrent networks



ML Revolution

• Why did ML take off in 2012?


• Algorithms — deep learning, CNN


• Labeled Data sets (ImageNet)


• Compute Power (GPU)


• Alex Krizhevsky [2012]



ImageNet





PyTorch & TensorFlow



GPU
• GPU parallel Matrix Multiply large speedup


• Use GPU versions of TensorFlow and PyTorch



DataScience Lab

• DataScience Lab


• ALICE


• Google Colab







Questions?


